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An Improved Grey Wolves Optimization Algorithm for 
Dynamic Community Detection and Data Clustering
Fatemeh Besharatnia, Alireza Talebpour, and Sadegh Aliakbary

Faculty of Computer Science and Engineering, Shahid Beheshti University, Tehran, Iran

ABSTRACT
One of the salient features of real-world networks such as social 
networks is the existence of community structures. Because of the 
importance of groups and communities in social networks, various 
algorithms have been proposed to identify communities in this 
type of dynamic networks. In this paper, we present a new 
approach to community recognition in dynamic social networks, 
which is multi-objective and metaheuristic. Our approach is to 
improve the Grey Wolf Optimizer algorithm and the Label 
Propagation algorithm and to combine the two algorithms for 
better performance. We performed our experiments on two artifi-
cial and real datasets, and the results show that our proposed 
method performs better compared to present algorithms in terms 
of both quality and detection speed. We also applied our proposed 
algorithm to 23 base functions, which performed better than the 
other metaheuristic algorithms. At the end, the performance of our 
proposed algorithm is compared to six other clustering methods on 
nine datasets from the UCI machine learning laboratory. The simu-
lation results show the effectiveness of the proposed algorithm for 
solving data clustering problems.
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Introduction

Given that the community recognition has an optimization problem with high 
time complexity, the use of mathematical methods in large networks is very time 
consuming. Therefore, researchers use meta-heuristic methods such as genetic 
algorithms to solve this problem (Pizzuti 2012). The main problem with such 
meta-heuristic methods is getting trapped in the local optimal response. An 
optimization algorithm that has just been introduced is the Grey Wolf optimizer 
algorithm, which traverses the search space well and is less trapped in the local 
optimal answer trap than other algorithms (Mirjalili, Mirjalili, and Lewis 2014).

In this paper, we present the identification of communities in dynamic net-
works as a multi-objective optimization problem, first improving the grey wolf 
optimization algorithm (Mirjalili, Mirjalili, and Lewis 2014) by two approaches 
and then merging it with the improved label propagation algorithm, which 
caused our proposed algorithm to perform better for community detection.
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The problem of recognizing communities in a static network can be con-
sidered as a one-goal problem, but in dynamic networks, it is a multi-objective 
one, because in this type of network, two qualities of community must be 
examined. The first is the modularity criterion introduced by Girvan and 
Newman. This criterion calculates the quality of communities (Girvan and 
Newman 2002). The second is the temporal cost for difference among the 
present and prior time intervals, for which the NMI1 criterion proposed by 
Dunn et al. is used (Dannon et al. 2005). We conducted our experiments on 
both artificial and real datasets, and our results show that our suggested 
algorithm performs very well compared to other algorithms. We also per-
formed our proposed algorithm on 23 standard test functions, which are 
classical functions and minimal functions, which had better results than 
other meta-heuristic algorithms. Finally, the performances of the six other 
clustering methods on nine datasets from UCI2 machine learning laboratory 
are compared to the presented algorithm (Blake and Merz 1998). In case of 
solving data clustering problems and according to the simulation results, the 
proposed algorithm is more effective. The average error of our proposed 
method, called IGWO-LP,3 is 7.87% in the dataset, which is the lowest value 
among the baseline algorithms. The comprehensive evaluations confirm that 
the proposed algorithm outperforms baseline algorithms according to the 
average clustering error rate.

The main features of our work are as follows: our proposed algorithm 
is a combination of the improved multi-objective GWO algorithm and the 
improved LP4 algorithm, which leads to better performance and higher 
accuracy of the proposed algorithm compared to other algorithms. Our 
proposed algorithm has linear time complexity. It was also performed on 
23 basic functions, which has a better answer than most of other utilized 
baseline algorithms. Moreover, by comparing the proposed algorithm with 
six other clustering methods on nine datasets from UCI machine learning 
laboratory, it was shown that it is effective in solving data clustering 
problems.

The rest of the article is as follows: the second part is the research literature, 
which is a general overview of the related works in this field; in the third part, 
the proposed method is presented; and then in the fourth part, the results of 
the proposed algorithm with other algorithms are presented. Finally, the fifth 
part is the result of our work.

Literature

The issue of community detection has been widely studied in social networks 
due to its importance. As we know, this issue is generally divided into two 
main categories, static and dynamic; some of which related to static category 
are as follows
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Moayedi Kia proposed a new multi-purpose community recognition algo-
rithm by analyzing the importance of nodes. Their proposed method had two 
objective functions for identifying communities and their characteristics, and 
they estimated the importance of nodes using potential topological context 
and degree of convergence. They found information about the characteristics 
of the nodes, so that they could find the power to distinguish the nodes 
(Moayedikia 2018). In another study, Belal et al. proposed a framework for 
identifying communities by finding the first structure of community with the 
help of an evolutionary algorithm and then merging communities to improve 
the final structure of the community that has a high modularity (Bilal et al. 
2017).

Pourkazemi et al. presented an article on a multi-objective optimization 
algorithm based on the particle swarm optimization algorithm. This algorithm 
uses an anti-axis method to generate an initial overlap. This algorithm opti-
mizes two target functions at the same time, indicating a partition of the 
network and the use of a mutation operator to investigate the problem at 
high dimensions. Moreover, their proposed algorithm performs better by 
increasing the size of the network (Pourkazemi and Keyvanpour 2017).

Lin et al. suggested an algorithm based on the Girvan and Newman algo-
rithm, which uses a coefficient of edge clustering in lieu of the middle edge to 
identify communities (Lin et al. 2014). In the second category, which are 
dynamic community detection algorithms in dynamic social networks, the 
following research can be mentioned:

Sami et al. detected communities on social networks by a two-step approach 
based on global and local information. This approach examines global infor-
mation in the first stage and uses a new algorithm in the second stage to better 
explore communities (Samie and Hamzeh 2016). Folino et al. also presented 
a multi-objective genetic algorithm called DYNMOGA for the problem of 
community recognition in dynamic networks, and since their algorithm was 
multi-objective, they used Pareto optimality theory to find the answers. 
DYNMOGA uses dimensionless sorting to balance the quality of temporal 
cost and instantaneous cost. The disadvantage of this algorithm is that it is not 
scalable, which causes it to take a long time to run on large networks (Folino 
and Pizzuti 2014).

Quick Community Adaptation (QCA) is a modularity-based method that 
focuses directly on the variations in the network structure, so it does not 
recalculate community structure from scratch at every time phase (Nguyen 
et al. 2014). Darts et al. studied the edge density in community detection and 
presented insight for implementing it with other community detection meth-
ods (Ronhovde, Peter, and Nussinov 2013). The density measure of real 
number of edges divided by the possible number of edges was presented by 
them, in which a community attracts nodes, which results in a specified edge 
density threshold to stay satisfied. Lin et al. provided a framework called 
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Facetnet that does not address the problems of the traditional method and 
used a strong integrated process to identify communities; their method also 
organizes the evolution of the structure of society (Lin et al. 2008).

Liu et al. proposed a new multi-objective evolutionary clustering algorithm 
for classifying nodes and their neighbors using a migration operator as well as 
other useful operators. After that, by the use of a genome matrix, they encoded 
the structure information of networks for extending the search space. 
Moreover, the modularity was optimized by this genome matrix (Liu. et al. 
2020). Besharatnia, Talebpour, and Aliakbary (2020), in the paper, presented 
a new algorithm to detect communities in dynamic social networks. Their 
method can identify communities progressively based on a multi-objective 
metaheuristic algorithm using label propagation technique (Besharatnia, 
Talebpour, and Aliakbary 2020).

Proposed Approach

Problem Description

We have combined two algorithms to identify communities in dynamic social 
networks. One of these algorithms is the GWO algorithm, which is a meta- 
heuristic algorithm, and we have improved it. The next algorithm is the 
improved label propagation algorithm, which we used in each repetition of 
the GWO algorithm. This proposed label propagation algorithm performs 
better because unlike the basic label propagation algorithm, it does not treat all 
nodes equally, so it prevents the wide spread of labels, which is one of the most 
important problems of the basic algorithm. We named our proposed algo-
rithm Improved Grey Wolf Optimizer Label Propagation (IGWO-LP), which 
is a multi-objective algorithm. We also assumed that all nodes have the same 
values and that communities do not overlap.

Community Definition

There are different definitions for community because of its significance in present 
social networks; however, it can be defined as: “A subset of vertices, with high 
density between nodes inside the group but fair density between the groups.” 
Figure 1 shows a sample of community structure. Surely, meta communities can be 
formed by combining communities (Pourkazemi and Keyvanpour 2017).

Defining Dynamic Communities

A network snapshot was considered, which was modeled by a weighted graph 
Gt = (Vt Et), in which Vt is the collection of nodes and Et is the collection of 
edges at time step t. A network that is changing during T time steps is defined 
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as G = {G1, G2, . . ., GT}. The collection of k communities of network Gt at time 
step t can be defined as Ct = {Ct1, Ct2, . . ., Ctk}, where Ctp∩Ctq = ∅, p, q ∈ {1, 
2,. . . ., k} (Xinzheng, Weiyu, and Wu 2017).

Pareto Optimal Definition

As mentioned earlier, our problem is a multi-objective optimization problem. 
In this type of problem, there is no optimal answer, but there is always a set of 
answers that are good for the decision maker. One solution to this type of 
problem is to turn the problem into a goal using an equation (Chi et al. 2009). 

cos t ¼ αSCðGi;CiÞ þ ð1 � aÞTCðCi� 1;CiÞ (1) 

Consider Equation (1) in which SC is the snapshot cost and TC is the temporal 
cost. To equilibrate the two functions, parameter α (0 ≤ α ≤ 1) is used. The 
algorithm discovers an optimal community using Equation (1). This method 
has a main limitation with respect to the value of α, which is necessary as an 
input parameter to equilibrate these two functions. Therefore, discovering the 
optimal value for the parameter α is a challenging issue in many cases, so we 
utilized Pareto optimality theory. For two partitions C1, C2 ∈ Ω, partition C1 
dominates partition C2 if and only if: 

"i 2 f1; . . . ;mgPiðC1ÞPiðC2Þ ^ 9i 2 f1; . . . ;mgPiðC1Þ< iðc2Þ< tex
¼0000 > =piðc2Þ< > (2) 

If there is no other partition dominating C, Partition C ∈ Ω is a Pareto 
optimal. Pareto optimal set is the collection of all Pareto optimal partitions and 
Pareto Front set is its related set under the objective function space 
(Pourkazemi and Keyvanpour 2017).

Figure 1. A sample of a network with five community structure.
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Proposed Method

The grey wolf algorithm is inspired by nature, which has been proven to have 
higher search accuracy and precision than similar algorithms such as the 
particle swarm optimization algorithm and the genetic algorithm (Mirjalili, 
Mirjalili, and Lewis 2014). In this section, an advanced version of the Grey 
Wolf Optimization Algorithm, which is suitable for detecting community on 
dynamic social networks and data clustering issues, is presented (Figure 1). 
This algorithm was developed by two methods. The improved GWO algo-
rithm also explores the search space well and converges toward the best 
answer. However, it seems logical that the existing algorithms could be used 
to accelerate and improve this convergence operation for repairing the 
answers. In such a way that after each iteration of the improved GWO 
algorithm, the set of answers obtained is corrected by a correction algorithm. 
One of the popular algorithms in the field of community detection is the label 
propagation algorithm, which we improved based on the homogeneity criter-
ion (Zhu and Ghahramani 2002). Algorithm and flowchart of the proposed 
method are seen in Figures 2–4.

Figure 2. Pseudo-code of IGWO-LP algorithm.
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Coding and Decoding of Problem Answers by Grey Wolf Algorithm

Each member in the wolf population is coded as Xp ¼ x1
p; x2

p; . . . ; xn
p

n o
, where 

n is the number of network nodes and xi
p represents the node i community 

label in the section Xp. In most cases, there exists n community in a network 
with n nodes, and the value xi

p can be any integer between 1 and n. In the 
initialization step, Xp is assigned randomly. In the coding phase, nodes with 
equal community tags are grouped into a community. If there is k different 
community tags in a member at the end of the algorithm, the community 
structure corresponding to that member will automatically have k commu-
nities. A very important feature of this definition is the lack of need for prior 
knowledge of the value of k, which is a major problem in many community 
recognition algorithms. With this initial value, the grey wolf algorithm per-
forms the optimization operation and reaches the best answer after 
convergence.

In nature, the number of wolves that work together to achieve greed is 
limited, but this optimization algorithm is mathematically defined in such 
a way that there is no limit to the number of wolves. Theoretically, the number 

Figure 3. Pseudo-code of improved label propagation algorithm.

Figure 4. Flowchart of the IGWO-LP algorithm.
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of wolves can be any value, and more or less the number of wolves will not 
affect the operation of the algorithm. It is natural that a large number of wolves 
increase the quality of the algorithm and a small number of wolves increase the 
speed of the algorithm. Therefore, it is important to choose the right number 
of wolves, which will be done experimentally to find a relationship between the 
number of nodes and the right number of wolves.

First Technique
In the grey wolf algorithm, a random population of grey wolves is generated 
first to start the search process. The hunting process is normally driven by 
alpha, and during the iteration of the algorithm, the alpha, beta, and delta 
wolves estimate the probable position of the prey, and then all available answers 
(wolves) update their position according to the prey position. To obtain the 
mathematical model of the prey, we reduce the value of a. Note that the range of 
changes of “A” is reduced by “a.” In other words, “A” is a random value in the 
range of [−2a, 2a] that “a” decreases from 2 to 0 under the iteration path. 
Parameter “a” is reduced to emphasize the local and global search between these 
two number ranges. Also, when | A | < 1, the wolves are forced to attack the 
prey, and when | A | > 1, the wolves move away from the prey. Local and global 
search is highly dependent on how the parameters work to update the popula-
tion of candidate solutions. Finally, by this method, the alpha, beta, and delta 
values get closer and thus reduce local and global search to find the global 
optimal. Reducing local search will decrease the possibility of falling into the 
optimal local trap of the grey wolf algorithm. In this article, two techniques are 
used to improve local and global search (Zare, Hamidi, and Rahati 2015):

Local Search Technique. To improve the performance of grey wolves during 
prey attacks, a number of wolves in the β and δ groups are added to the alpha 
wolf class. (We take 10% of delta wolves and 5% of beta wolves and add them 
to alpha wolves. Since beta wolves are better than delta wolves, we add 
a smaller percentage of them to alpha wolves.) In fact, by increasing the effect 
of alpha responses and decreasing the effect of beta and delta responses, the 
prey attack performance improves. Equations (3–6) present the improved grey 
wolf algorithm method: 

Dα
�!
¼ C1:xα

!� ~x
�
�

�
�; DB
�!
¼ C2
�!

:xB
!� ~x

�
�
�

�
�
�; Dδ
�!
¼ C3
�!

:xδ
!� ~x

�
�
�

�
�
� (3) 

x1
!¼ xα

!� A1
�!

: Dα
�!
� �

; x2
!¼ xα

!� A2
�!

: Dα
�!
� �

, 

x3
!¼ xα

!� A3
�!

: Dα
�!
� �

; x4
!¼ xB

!� A4
�!

:ðDBÞ
��!

x5
!¼ xδ

!� A5
�!

: Dδ
�!
� �

(4) 
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x01
!
¼

x1
!þ x2

!þ x3
!

3
(5) 

x tþ1ð Þ
���! ¼

x01 þ x4
!þ x5

!

3
(6) 

The Second Technique
As mentioned earlier, the grey wolf suffers from two problems: premature 
convergence and trapping in local optimal conditions.

Based on this, the theory of chaos or the theory of irregularities is used in 
this article. Chaos theory is used to study the dynamic systems of chaos. Chaos 
systems are nonlinear dynamic systems that are very sensitive to their primary 
conditions. A small change in the initial condition of such systems will cause 
many changes in the future. These systems include meta-heuristic algorithms 
that use the fortuity element. To create chaos in this proposed algorithm, after 
a certain number of repetitions of the algorithm, a number of wolves are 
randomly applied to the algorithm, so that if the algorithm deviates from its 
path, it can be directed to the correct and optimal path.

Moreover, to improve the response, after each iteration of the proposed 
algorithm, the set of responses obtained would be improved by the proposed 
label propagation algorithm, which is described below. The basic label propa-
gation algorithm, which selects the label of each node based on the majority of 
the neighbors’ labels, considers all neighbors to be the same. However, in 
reality, each node plays a different role based on its characteristics in the 
network. In the real world, nodes with great resemblance tend to be grouped 
together. With this in mind, community detection methods that use an 
appropriate homogeneity criterion can yield to better results in practice. The 
proposed homogeneity criterion is inspired by resource allocation (Katoh and 
Ibaraki 1998); at the time, node i dispatches a resource to node j and their 
shared neighbors operate as transmitters. So the similarity between nodes 
i and j could be expressed as the amount of source received by j. This homo-
geneity criterion in a network will be calculated as follows: 

Rij ¼
X

n2CN
dðnÞ (7) 

where CN is the set of common neighbor nodes and d(n) is the degree of node n.
The proposed method will select the labels based on the correlation of the 

nodes, in which the labels are published based on the degree of homogeneity. 
This method is different from the original label propagation algorithm because 
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it does not encounter all neighbors equally. The propagation steps are as 
follows: first, all nodes are given a unique initial label. The degree of homo-
geneity between each pair of nodes is calculated. Then, a random visit list is 
generated for all nodes. Each node label is updated to the neighbor label that 
has the highest amount of homogeneity. This operation will be repeated until 
the label of each node is equal to the label of most of its neighbors.

The number of neighbors with high homogeneity is expected to be 
much lower than the degree of each node. Put it differently, the selec-
tions will be limited during the label update step. This prevents the 
widespread publication of a label, which is one of the biggest drawbacks 
of the original label propagation algorithm. For example, if two nodes 
have the same label and they are not highly similar to other neighbors, 
their label will not be published to any other node. In other words, 
propagation will have a better segmentation rate by the amount of 
similarity. Assuming that the improved algorithm will perform better 
in publishing the label, it can also be formulated and generalized for 
labeling subnets.

The most important challenge that is solved by the grey wolf optimi-
zation algorithm is to avoid falling into the local optimal response. In 
other metaheuristic optimization algorithms, all members of the popula-
tion converge toward that member of the population who gives the best 
solution. For example, in the particle swarm optimization algorithm, all 
particles move toward a particle having the best value, and if the particle 
having the best value is close to the optimal local response, the rest of 
the particles converge to the same local response. However, in the GWO 
algorithm, in the initial iterations of the algorithm, part of the popula-
tion explores the search space so that even if the best answers are close 
to the local optimal, there is a chance that other members will explore 
the search space independent of the best answers to find a better answer. 
In consecutive iterations, the algorithm changes from the problem space 
search phase as well as the convergence to the best answer to the 
convergence phase to the best answer to explore around the best answer 
obtained in the final iterations. Using the proposed label correction 
algorithm along with the improved GWO algorithm makes the search 
space even better by generating answers that will not be generated using 
the grey wolf algorithm. In the proposed algorithm, according to the two 
approaches mentioned, the IGWO-LP algorithm is less in the local 
optimal. Moreover, using the proposed label propagation algorithm 
with our algorithm makes it even better to explore the search space. It 
is done by generating answers that will not be generated using the GWO 
algorithm.
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Results

Performance Appraisal of the IGWO-LP Algorithm for the Problem of Detecting 
Communities on Dynamic Social Networks

The performance evaluation of the IGWO-LP algorithm with the DYNMOGA 
(Folino and Pizzuti 2014), GLmetric (Samie and Hamzeh 2016), and FacetNet 
(Lin et al. 2008) algorithms and comparison of the results with various types of 
real and artificial data are presented in this section. MATLAB software is used 
to develop the IGWO-LP algorithm. The parameters of the algorithms are seen 
in Table 1 and our criterion for measuring algorithms are also NMI. This 
criterion was described in the next section.

Evaluation Criteria

As mentioned, the NMI criterion was used to evaluate our proposed algorithm 
compared to other comparable algorithms. The NMI criterion is used for the 
temporal cost, which shows the difference between the time intervals to 
explain the resemblance among the structures of the current and prior com-
munity. It is assumed that A and B are the two partitions of a network and C is 
the confusion matrix, in which Cij indicates the number of nodes shared in 
common by community i in partition A and community j in partition B. So 
NMI can be obtained as following (Danon et al. 2005): 

NMI A;Bð Þ ¼
� 2
PCA

i¼1
PCB

j¼1 Cij log CijN=CiCj
� �

PCA
i¼1 Ci log Ci

N

� �
þ
PCB

j¼1 Cj log Cj
N

� � (7) 

where N is the number of nodes, CA (CB) is the number of communities in 
Section A(B) and Ci (Cj) is the summation of elements of C in row of i and 
column of j. The value of NMI is one, if A = B and it is zero if two partitions are 
totally diverse.

Dataset 1 (Artificial Network)
The two datasets, SYN-FIX and SYN-VAR, which are proposed by Girvan and 
Newman are used. In the SYN-FIX network, there are 128 nodes divided into 4 
communities, each with 32 nodes. The average degree of every node is 16 and 
has z (3 and 5) edges, which are connected to nodes out of the community. We 
have 10 time intervals in this dataset and at each time interval and in each 
community, three nodes leave the community at random and join another 
community (Girvan and Newman 2002).

Moreover, the SYN-VAR dataset has 256 nodes that are divided into 4 
communities, meaning that each community contains 64 nodes. Like SYN- 
FIX, this dataset has 10 time intervals. For the second interval, 8 nodes are 
chosen from each community, creating a new community with 32 nodes, 
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which is repeated until the fifth time interval. After that, the nodes come back 
to their primary communities. Therefore, the number of communities for 10 
time intervals is: 4,5,6,7,8,8,7,6,5,4, respectively. The mean degree of every 
node is equivalent to half of the community size. Moreover, 16 nodes are 
omitted at random at each time interval and 16 new nodes are added.

Figures 5–8 show the NMI benchmark results for the SYN-FIX and SYN- 
VAR datasets. In all the time intervals, the IGWO-LP algorithm has a higher 
NMI value than other algorithms, which shows that this algorithm has a more 
accurate structure compared to other algorithms.

Dataset 2 (Real Network)
Call phone call: This dataset is a phone call cases between members of the 
fictitious Paraiso movement throughout the 10 days of June 2006. (We have 10 
time intervals in this dataset) Every node presents an exclusive mobile phone 
and each edge indicates a call between two mobile phones. The number of 
nodes in this collection is 400, and telephone calls have been reported for 

Figure 5. NMI results on SYN-FIX dataset (z = 3).

Figure 6. NMI results on SYN-FIX dataset (z = 5).
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each day and time. The 5 major nodes in this network are: Ferdinando 
Catalano (node 201) and his brother Estaban (node 6), David Vidro 
(node 2) and his brothers Jorge and Juan (nodes 3 and 4). The mentioned 5 
nodes altered their mobile phone number during the days 7 and 8. As a result, 
for the last three time intervals, their node numbers have changed from 201, 6, 
2, 3, 4 to 301, 307, 310, 361 and 398, respectively. See Folino and Pizzuti (2014) 
to get further information regarding this dataset.

Since the actual structure of community is not identified, we followed 
the same approach used by Lin et al. (2009). We first applied the IGWO- 
LP algorithm to the whole network and considered the structure of the 
community obtained by the proposed algorithm as the structure of the 
real community, and then we calculated the Normalized Mutual 
Information (NMI) by the comparative algorithms on the network. As 
it is shown in Figure 9, the IGWO-LP is higher in all time intervals, 
indicating that this algorithm can build an accurate community structure 
in dynamic networks.

Figure 7. NMI results on SYN-VAR dataset (z = 3).

Figure 8. NMI results on SYN-VAR dataset (z = 5).
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Dataset 3 (Real Network)
Enron mail dataset: (http://www.cs.cmu.edu/~enron/) this dataset includes 
email communication information from 1999 to 2002 from an American 
company. Its raw dataset includes 517,431 e-mails, including 151 customers 
and 3,500 folders, which we reduced the dataset to 50,000 after making the 
necessary corrections according to Lin et al. (2009). According to the 2001 
data classification, 12 sub-categories of information are obtained based on the 
Gregorian calendar, and the number of communities in the network is 6. We 
used a similar method in the mobile dataset. Figure 10 shows the results of 
Normalized Mutual Information (NMI).

Dataset 4 (Real Network)
The football dataset is related to university information in the United States. 
This dataset was selected from 2005 to 2007 to compare algorithms. Here, each 
node identifies a team, and the edges indicate normal seasonal matches. In 
some communities, teams are divided into groups, and each team has to have 
match with members of the its community. There are 12 forums from 120 
teams. Moreover, during these 3 years, the NMI values are between 0.6 and 0.7, 
which indicates the slow alterations of this dataset (Folino and Pizzuti 2010). 
Figure 11 shows the results of the NMI criterion of this dataset.

Comparing Methods

The results of the NMI criterion for all data sets can be seen in Table 2 and also 
Figure 12 shows the comparison between NMI values more clearly. And in 
terms of the NMI criterion, which is a maximal problem, the results show that 
for all of the above datasets in all of the above modes, the IGWO-LP algorithm 
performs better than other algorithms. These results indicate the superiority of 
the proposed algorithm compared to other algorithms. And using this criter-
ion, we can say that our proposed algorithm has been more efficient in 
identifying the real structure of society.

Figure 9. The NMI result of cell phone calls dataset.
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The performance of IGWO-LP algorithm for SYN-FIX dataset, when Z = 3, 
is better than other algorithms in all snapshots, and in SYN-FIX dataset when 
Z = 5, our proposed algorithm performed better than other algorithms in all 
snapshots except snapshots 7 and 2. In the SYN-VAR dataset, when Z = 3 and 
Z = 5, it can be said that the IGWO-LP algorithm performed better than the 
other algorithms.

In the cell phone calls dataset, our proposed algorithm performed worse 
than the GLmetric algorithm only in snapshots 6 and 7, and in the rest of the 
snapshots, our algorithm performed better than both DYNMOGA and 
Glmetric. Also, in case of the Enron mail data, IGWO-LP algorithm per-
formed better in most snapshots than DYNMOGA and GLmetric algorithms, 
except for snapshots 11 and 12 which did not perform well compared to 
GLmetric.

Big – O Analysis

The time complexity of the IGWO-LP algorithm can be expressed in such 
a way that the time complexity for calculating the label propagation algorithm 
is O(m), where m is the number of edges in the graph, and the best solution in 

Figure 10. The NMI result of enron mail dataset.

Figure 11. The NMI result of football dataset.
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the grey wolf optimization algorithm is O(p*m)+O(p) and the update of the 
wolves is O(p*n), where n is the number of nodes and p is the number of 
wolves. Time complexity for calculating modularity O(m) and NMI is also 
O(n) [25]. In addition, I is the number of repetitions of the algorithm and T is 
the number of intervals. Finally, the time complexity of the IGWO-LP algo-
rithm is equal to: 

IT pmþ pþ pnþmð Þ ! O IT pmþ pnð Þð Þ (8) 

Performance Appraisal of the IGWO-LP Algorithm on Benchmark Functions

23 benchmark functions (F1 to F23) are classic functions that have been used 
by many researchers (Mirjalili, Mirjalili, and Lewis 2014). The results of our 
algorithm were compared with the results of other metaheuristic algorithms 
such as GSA (Kennedy and Eberhart 1995), PSO (Rashedi, Nezamabadi-Pour, 
and Saryazdi 2009), GWO (Mirjalili, Mirjalili, and Lewis 2014), and FEP (Yao, 
Liu, and Lin 1999). Moreover, these benchmark functions are modified, 
rotated, expanded, and are a combination of classical functions that has the 
highest complexity amongst the current benchmark functions (Mirjalili, 
Mirjalili, and Lewis 2014). These benchmark functions are the minimum 
functions that can be divided into three groups: unimodal, multimodal, fixed- 
dimension multimodal, and composite functions.

The configured parameters of the IGWO-LP algorithm in our analysis for 
this section are as follows: The total number of wolves is 30 and the total 
number of repetitions in the algorithm is 200. The parameters z, k, and m are 
defined as 0.15, 2, and 4, respectively. The total number of repetitions and the 
parameters of other methods of GWO, PSO, GSA, and FEP are such as 
(Mirjalili, Mirjalili, and Lewis 2014). Our algorithm runs independently 30 
times for each benchmark function. The average results shown in Table 3 
suggest that the proposed algorithm is on average better than other compar-
able algorithms.

In F1 to F7, which are one-sided benchmark functions, IGWO-LP has 
a better response in all cases except F6. In the F8 function, GWO performs 
better than the rest of the algorithms, in F12 to F14, FEP is better in 

Table 1. The parameters of the 
algorithm.

Parameter Values

Run 30
Population number 

(number of wolves)
100

Number of generations 
(number of iterations)

100

Mutation rate 0.8
Elite reproduction 10%
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performance compared to other algorithms. In F15 to F19, our proposed 
algorithm performs better than the others. In the F20, the GSA performed 
better, in the F21 and F22, the GWO algorithm performed better, and in the 
F23 function, the GSA performed better.

Data Clustering Using Proposed Algorithm

We use 9 benchmark datasets from the UCI databases (Blake and Merz 1998), 
which are popular in cluster analysis literature. The chosen datasets have 
variety in terms of number of data objects, number of categories and number 
of attributes. Three quarter of data objects in each dataset is chosen randomly 
for training and the remainder is used for testing. Properties of these datasets 
are provided in Table 4.

Total number of search agents is 30 and total number of iterations is set at 
500. The stopping criteria is reaching the total number of iterations. Results 
are compared to GSA (Bahrololoum et al. 2012), k-means (Nanda and Panda 
2014), PSO (De Falco, Della Cioppa, and Tarantino 2007), K-PSO (Kao, 
Zahara, and Kao 2008), K-NM-PSO (Kao, Zahara, and Kao 2008), and 
Firefly Algorithm (Senthilnath, Omkar, and Mani 2011).

Results obtained from these methods are compared based on sum of the 
intra-cluster distances as well as Misclassification Rate. Misclassification rate is 
the percentage of misclassified instances on the total test set. To calculate this 
rate, first, the number of misclassifications is calculated. Since the actual class 
labels are known in the test set, it is possible to do so. Then the number of 

Table 2. The NMI results for all datasets.
Dataset Algorithms NMI

SYN-FIX IGWO-LP (Z = 3) (Z = 5)
0.971746 0.836166

GLmetric 0.95258 0.79345
DYNMOGA 0.91321 0.20945
FactNet 0.87785 0.74654

SYN-VAR IGWO-LP 0.95019 0.923129
GLmetric 0.91342 0.85462
DYNMOGA 0.89991 0.83277
FactNet 0.39671 0.17731

Cell phone calls IGWO-LP 0.965461
GLmetric 0.938625
DYNMOGA 0.480447

Enron mail IGWO-LP 0.946454
GLmetric 0.9104
DYNMOGA 0.6047

Football IGWO-LP 0.60143
GLmetric 0.59575
DYNMOGA 0.5739
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misclassifications is divided by total number of instances in the test set. Intra- 
cluster distances obtained from the 7 algorithms are provided in Table 5. The 
values are the average of the sums of intra-cluster distances over 25 runs.

In dataset Credit, Cancer-Int and Diabetes which have the highest number 
of data objects, IGWO-LP outperforms all algorithms while PSO, KPSO and 
K-NM-PSO have the worst results. Dermatology dataset has the highest 
number of classes which is 6 classes. Again, our proposed algorithm gives 
substantially better result on this dataset while PSO and FA have the worst 
results. The only datasets where IGWO-LP does not outperform other 

Figure 12. Comparing the results of algorithms using NMI criterion.

Table 3. Results of benchmark functions (F1 to F23).
Function IGWO-LP GWO PSO GSA FEP

F1 5.7849e-36 6.59e-28 0.000136 2.53e-16 0.00057
F2 9.4232e-22 7.18e-17 0.042144 0.055655 0.0081
F3 6.4878e-07 3.29e-06 70.12562 896.5347 0.016
F4 1.2982e-09 5.61e-07 1.086481 7.35487 0.3
F5 4.8072 26.81258 96.71832 67.54309 5.06
F6 0.66066 0.816579 0.000102 2.5e-16 0
F7 0.0016112 0.002213 0.122854 0.089441 0.1415
F8 −5516.8023 −6123.1 −4841.29 −2821.07 −1254.5
F9 2.4632e-14 0.310521 46.70423 25.96841 0.046
F10 2.2797e-14 1.06e-13 0.276015 0.062087 0.018
F11 0.0029237 0.004485 0.009214 27.70154 0.016
F12 0.03737 0.053438 0.006917 1.799617 9.2E-06
F13 0.45877 0.654464 0.006675 8.899084 0.00016
F14 4.556 4.042493 3.627168 5.859838 1.22
F15 0.0002796 0.000337 0.00577 0.003673 0.005
F16 −1.0298 −1.03163 −1.03163 −1.03163 −1.03
F17 0.3975 0.397889 0.397887 0.397887 0.398
F18 2.6543e-05 3.000028 3 3 3.02
F19 −3.8604 −3.86263 −3.86278 −3.86278 −3.8614
F20 −3.2659 −3.28654 −3.26634 −3.31778 −3.27
F21 −9.8072 −10.1514 −6.8651 −5.95512 −5.52
F22 −10.3963 −10.4015 −8.45653 −9.68447 −5.53
F23 −10.2731 −10.5343 −9.95291 −10.5364 −6.57
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algorithms are Horse and Balance. For Horse dataset, PSO gives the best 
answer followed by GSA, K-PSO and our proposed algorithm, For Balance 
dataset, IGWO-LP has the second best answer after K-PSO.

Table 6 shows the mean error rate of each algorithm on each dataset over 25 
simulation runs. For all datasets except Heart, Dermatology, Cancer-Int data 
sets, GSA provides an importantly smaller mean error rate compared to 
K-means and PSO. Although IGWO-LP in some datasets does not provide 
the lowest error rate, the average error rate of IGWO-LP over all datasets is 
7.87% which is the lowest and puts it in rank number 1 followed by GSA and 
PSO. K-means and K-NM-PSO have significantly higher error rate compared 
to other algorithms.

Table 4. Properties of benchmark datasets.
Dataset Data objects Classes Attributes

Heart 303 2 35
E. Coli 327 5 7
Horse 364 2 58
Dermatology 366 6 34
Cancer 569 2 30
Balance 625 3 4
Credit 690 2 15
Cancer-Int 699 2 9
Diabetes 768 2 8

Table 5. Intra-cluster distances of each algorithm on UCI datasets.
Dataset IGWO-LP GSA K-means PSO K-PSO K-NM-PSO FA

Heart 1683.51 4350.15 10284.16 2298.83 2144.42 6693.52 9095.10
E. Coli 28.49 571.97 675.21 40.37 408.93 566.36 57.78
Horse 15.58 14.85 19.69 8.42 15.10 70.41 94.37
Dermatology 115.83 654.98 442.87 1862.78 742.20 555.49 1448.48
Cancer 19.53 34.89 90.25 169.88 29.62 195.20 126.67
Balance 12893.22 131293.30 20137.76 61987.01 10966.71 17153.45 37640.44
Credit 1369.16 1398.57 3349.21 5090.77 1973.18 4194.19 4036.46
Cancer-Int 96.72 260.61 148.82 230.30 272.94 150.33 117.52
Diabetes 134.60 6747.03 156.52 3140.59 5148.62 9525.25 5488.42

Table 6. Average error rate of the algorithms in percentage.
Dataset IGWO-LP GSA K-means PSO K-PSO K-NM-PSO FA

Heart 9.18 25.01 37.81 16.82 16.26 38.20 19.46
E. Coli 3.92 7.15 15.51 38.82 21.71 26.31 8.71
Horse 14.22 7.22 12.31 24.56 12.91 4.06 16.90
Dermatology 3.39 34.29 40.47 14.39 27.51 5.13 25.37
Cancer 5.04 12.72 14.62 13.74 6.37 11.77 29.44
Balance 7.27 3.38 15.11 11.34 36.87 24.19 2.59
Credit 10.70 14.66 27.67 18.05 36.16 33.33 24.09
Cancer-Int 14.76 10.09 26.06 8.41 5.76 25.86 7.92
Diabetes 2.40 7.59 38.30 12.47 2.62 30.76 31.54
Average 7.87 13.56 25.31 17.62 18.46 22.17 18.44
Rank 1 2 7 3 5 6 4
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Conclusion

In this article, a new multi-objective optimization method was introduced that 
combines the grey wolf optimization algorithm and the label propagation 
algorithm to identify communities in dynamic networks. In this way, we 
improved the grey wolf optimization algorithm using two approaches. The 
first approach is to improve the way that wolf move in the search space using 
local search by changing the way the population is updated. The second 
approach is that after a certain number of repetitions of the algorithm, 
a number of wolves are accidentally applied to the algorithm so that if the 
algorithm goes out of its way, it can be directed to the right and optimal path. 
We also gave the answers in each repetition of the proposed algorithm to the 
improved label propagation algorithm to find a better answer if possible.

The experiments with both artificial and real datasets have shown that the 
IGWO-LP algorithm performs better than other comparable algorithms in 
terms of quality and speed of detection. We also examined the proposed 
algorithm on 23 standard test functions (F1 to F23), which are known as 
benchmark functions, and as seen in the article, the proposed algorithm has 
better answers than the PSO, GSA, GWO, and FEP algorithms in half of the 
functions. At the end, the efficacy of the proposed algorithm was proved by 
comparing its performance with six other clustering methods on nine datasets 
from UCI machine learning laboratory. The mean error of IGWO-LP is 7.87% 
in the dataset that is the minimum between other algorithms. The bests next 
are GSA and PSO, respectively. According to the comprehensive evaluations 
and the mean clustering error rate, the proposed algorithm works better 
compared to the standard algorithms.

Notes

1. Normalized Mutual Information.
2. University of California, Irvine.
3. Improved Grey Wolf Optimizer Label Propagation.
4. Label Propagation.
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