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Abstract

This paper studied computationally efficient algorithm facial feature selection based on template
matching method which further leads to identification oflisign face or neutral face. At first, minimal
pre-processing including gray scale conversion is done orinthge. After that, matching between
original image and template image is done using normatimess-correlation technique. Each matchjng
area is bounded by box to identify that region of interestn The mid points between the eye regions|are
found and the distance between the mid points and thersashthe mouth region is calculated. On the
basis of the distances between these features, emotiorecagaized. After detecting neutral or smiling
face, different types of facial expressions are diaskiusing linear support vector machine used as
multiclass classifier.

Keywords: Support vector machine; multiclass classifier lumtian emotion.
1 Introduction

As the number of social media applications and image kegg@itations increase day by day, Facial Feature
Detection system is fast becoming a familiar featurapps’ and on websites on different purpose. Human
face localization and detection is often the firspsiie applications such as video surveillance, human
computer interface, and face recognition and image databasegen@erva. Furthermore facial feature
characteristics are very much effective in both biomeittentification which automatically identifies a
person from a digital image or a video image. We usealfasipressions not only to express our emotions,
but also to provide important communicative cues during sot&taction, such as our level of interest, our
desire to take a speaking turn and a continuous feedhgoklisg about the understanding of the
information conveyed. Among all the facial features, feyggure has more application domain. It is reported
that facial expressions have considerable effects @mést near about 55 percent effect of the spoken words
depend on eye movements and facial expressions of theespeak
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This study represents a computationally efficient algoriftomfacial feature selection based on template
matching method which further leads to identification oflisigiface or neutral face. In a smiley face
distance between eye pair and mouth must be greater than rfiacedithout any notable emotion). Thus

it can be identified whether a person is happy or noy. fAne image database with various expressions can
be taken for application. At first, minimal pre-processingluding gray scale conversion is done on the
image. After that, matching between original image and temphaage is done using normalized cross-
correlation technique. Each matching area is bounded by bdgntfy that region of interest. Then the mid
points between the eye regions are found and the diskmteeen the mid points and the corners of the
mouth region is calculated. On the basis of the distabeegeen these features, emotions are recognized.
After detecting neutral or smiling face, different typefsfacial expressions are classified using linear
support vector machine used as multiclass classifier. Expstgman different human faces with four
different facial expressions show that the proposed methadmpetitive. Finally a front-end interactive
user interface is created to automate correspondingotas&iculation done in the back-end programming
methods. This interface provides the user to find input imaggged in any folder in the computer’s disk
drives and perform corresponding operations on them.

2 Literature Review

Human-like robots and machines that are expected to emjgyiritelligent and transparent communications
with human can be created using automatic facial expressiogmigon with a set of specific desired
accuracy and performance requirements. Facial expregsiognition deals with the problem of classifying
facial images into expression classes. It has been oé#ttt a growing number of researchers and much
progress has been made during the last two decades. Eapressdgnition involves a variety of subjects
such as perceptual recognition, machine learning, affectiwgouting etc.

One case study uses skin color range of human face tlizvéo¢ace area. Then high frequency noise is
removed by masking with a low pass filter from the poepssed image and skin color blocks are detected.
After face detection, various facial features arentified by calculating the ratio of width of multiple
regions in human face. Finally the test image is pamgitibinto a set of sub-images and each of these sub-
images is matched against a set of sub-patternrigaset. Partitioning is done using Aw-SpPCA algorithm.
Given as input any emotion of face, this pattern trajrset will classify the particular emotion [1].

Face component extraction by dividing the face region intopayr and mouth region and measurement of
Euclidean distance among various facial features is aepted by a case study. Similar study is done by
Neha Gupta to detect emotions. This research includes fqus: gige-processing, edge detection, feature
extraction and distance measurement among the featureldsify different emotions. This type of
approach is classified as Geometric Approach [2].

Another research includes Face detection method using sedimertechnique. First, the face area of the

test image is detected using skin color detection. RGB splatce is transformed into YCbCr color space in
the image and then skin blocks quantization is done to d&ieataor blocks. As next step, a face cropping

algorithm is used to localize the face region. Then, diftefi@ial features are extracted using segmentation
of each component region (eyes, nose, mouth). Finalyical & angular distances between various facial
features are measured and based on this any unique fqmiession is identified. This approach can be used
in any biometric recognition system [3].

A template matching based facial feature detection tgaleris used in a different case study [4].

Different methods of face detection and their compegatitudy are done in another review work. Face
detection methods are divided into two primary techesgéreature based & View based methods [5].

Gabor filters are used to extract facial features intemastudy. This approach is called Appearance based
approach. This classification based facial expression re@mgnibhethod uses a bank of multilayer
perceptron neural networks. Feature size reduction is doReigipal Component Analysis (PCA) [6].
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Another study represents a robust face detection and geladsification strategy in color images under
non-uniform background. This is done by localizing human fagmmein the given image and detecting
facial features after converting the given RGB image @b&r color space for skin detection. Here, first
mouth region is detected from the localized face regiommRhis, eye regions and nose regions are located
and they are used as feature points. Gender clasisifices done using these features on images with
different sizes. Linear support vector machine is usdbeaslassifier which gives best classification raje [7

Thus existing works primarily focused in detecting fadégtures and they are served as input to emotion
recognition algorithm. In this study, a template basedufe detection technique is used for facial feature
selection and then distance between eye and mouth regioeassired.

3 Proposed Methodology
The facial features detection and expression claasidin methods are described in the flowchart given

below:

l. Facial feature & smiling face detection

v v

Test Image Template Image of Eye
Nose & Moutt <

| |
y

w Regions not identified

Draw rectangular boundary on matched region

v v

Find middle point of left & right eye region | | Find top left & right corner of mouth region
| |

| Find Euclidean distance between the eyes & moutﬂ

v

| Compare the distance of neutral face with smiling |

l Smaller

Which onei

—p Neutral Face
Greater

Greater

| Smiling Face |

Fig. 1. Overall processing of neutral or smiling face dection
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II. Expressions classification:
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Fig. 2. Overall processing of expression classification
3.1 Template Matching Based Facial Feature Detectio

The algorithm detects four basic facial feature regiahmterests: Left & right eye, nose and mouth. To

detect these regions of interests, the method takes twes bfpinput images: one is the test image whose
facial features need to be identified and the templatedamiéige eye templates, nose & mouth templates.
Minimal preprocessing is done on the input image and thpléenimages. The input images are taken in
RGB color space and they are converted to gray scalgesna

This method correlates the face image against afetiteire template images. For example, to detect the eye
we need to correlate the given image with the eye tematatehe best-correlated region will be marked as
an eye.
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Cross-correlation is a measure of similarity of twedes as a function of the lag of one relative to therot
This is also known as a sliding dot product or sliding innedycd For continuous functiofigndg, the
cross-correlation is defined:as

(f % 9)(7) =[ ) g(t+ 1) dt,

* *
where f denotes the complex conjugate f Td is the lag.

*
As an example, consider two real valued functi f G idiffemly by an unknown shift along the
x-axis. One can use the cross-correlation to find howhnd cmust be shifted along the x-axis to make it

*
identical to f . The formula essentially slides g fiomclong the x-axis, calculating the integral of
their product at each position. When the functions match, thmwﬂ(f *4) is maximized. This is
because when peaks (positive areas) are aligned, theyamakge contribution to the integral. Similarly,
when troughs (negative areas) align, they also make #iveosbntribution to the integral because the
product of two negative numbers is positive.
Following steps demonstrate the above method:
Acquisition of input image
Read the Input Human Face Image. If the Input Imagelor (RGB), then convert it to gray scale image.

Acquisition of template image

Main features of a Human Face to be extracted are: Left Right Eye, Nose and Mouth. Read four
different Template Images for the corresponding featufélse Template Images are color (RGB), convert
them to corresponding gray scale images respectively.

Normalized 2D - cross correlation between input imagand template images

Correlation maskv (x , y) of size m*n, with an imagi(x, y) may be expressed in the form

C(xy) =2 X w(sit) f(x+sy+t)
st

where the limits of summation are taken over the regi@red byv andf . This equation is evaluated for all
values of the displacement variables x and y so thatlathents ofw visit every pixel off, wheref is
assumed to be larger than When the input imagéis larger than the template image, we say that it is
normalized Herew is referred to as &mplateand correlation is referred to &smplate matchingThe
values of template cannot all be the same. The resuitatgx C contains the correlation coefficients, which
can range in value from -1.0 to 1.0. Perform 2D — Crogse@&ion between Gray scale Input Image and 4
different Gray scale Template Images separately.

Determine the maximum correlation value

Following is performed for all four 2D — Cross Corr@atoperations mentioned in the previous step:

The Maximum Value of C occurs when the corresponding niazetaregion in f are identical i.e where the
maximum correlation occurs. Find the corresponding rectangadén where maximum matching is found.
Pixel coordinate of top left corner (let;(yx)), width (let w), height (let h) of the rectangle &vand.
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Draw a boundary around the region

Following is performed for all four 2D Cross Correlatmperations mentioned in step 3:

Draw Rectangle with pixel coordinates, (%), (X2,Y1), (X1,¥2), (Xo,¥»), where %x=x; +w and y=y, + h.

3.2 Neutral or Smiling Face Detection

The facial feature detection method based on templatehingtdetects four important facial regions in
human face, i.e. left & right eye, nose and mouth. Tlieagire regions are very important to identify the
changes in a smiling face than the neutral face of the pamsen. To detect accurately whether a person is
smiling or not, some feature points from the regions of éstameed to be identified.

Generally, the distance between the eyes and the mouth danisefiace is varied when he/she is smiling.
So, the Euclidean distances between the middle point of ftheyke & the top left corner of mouth and the
middle point between the right eye & the top right corner of thetimare calculated first. Experimentally,
we can see that the distance between eye & mouth efsarps face become larger than his neutral face
without any expression. The calculation is done on moretthanty images where the above result is seen.
Probabilistically, we can say if a person is smilthgn, the Euclidean distances between the left eye &
mouth and right eye & mouth are larger than his/ her nofawd. Following steps describe the above
method:

Determine the middle point of the rectangle around lefeye

If the pixel coordinates of the drawn rectangle around lefegdx,y1), (X,y1), (X1.Y2), (X2,¥2), then middle
point coordinate of the rectangle argi{Xymia) Where Xiq1= (X1 +X2)/2 and g1 = (Yat+V2)/2.

Determine euclidian distance between middle point ofectangle around left eye and top left corner
pixel coordinate of rectangle around mouth

If the middle point pixel coordinate of rectangle around le& &y (%mid1,Ymiar) and top left corner pixel
coordinate of rectangle around mouth ig,gx’) then Euclidian distance between these 2 points is{€

Xmig1~ X)) 2 + ( Ymia1- Y1)} unit.

Determine the middle point of the rectangle around righteye

If the pixel coordinates of the drawn rectangle around lefleegd€x,y1), (%,¥1), (X1,Y2), (X2,¥»), then middle
point coordinate of the rectangle argi{Xymidsz) Where Xis2= (X1+X%2)/2 and ¥higz = (Y1+Y2)/2.

Determine euclidian distance between middle point aectangle around right eye and top right corner
pixel coordinate of rectangle around mouth

If the middle point pixel coordinate of rectangle around riglgt BY(mid2,Ymia2) and top right corner pixel
coordinate of rectangle around mouth ig’(x,") then Euclidian distance between these 2 points is{¢

Xmidz~ X1”) 2 + ( Ymid2- Y1”) %} unit.
3.3 Expressions Classification

Classification of available data sets can be viewethasask of separating classes in features space. In
machine learningSupport Vector Machines (SVMs) [7]are supervised learning models with associated
learning algorithms that analyze data and recognize patteedsfaisclassificationGiven a set of training
examples, each marked for belonging to one of two catgan SVM training algorithm builds a model
that assigns new examples into one category or the atieking it a norprobabilisticbinary linear
classifier.
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Given some training datD , a se' T2 points of the form
D={(xiw) | x: €R?, y; € {-1,1}}1,

where the¥i is either 1 orl, indicating the class to which the p« Xi belongs. Eac Xi is a P-
dimensional reabector. We want to find the maxime-margin hyper plane that divides the poi

having ¥i = 1 from those havin(¥i = -1 Any hyper plane can be written as the set
points X satisfying

w-x—b=0,

where. denotes the dot product ¢ W the (not necessarily normalized) normal vettothe hyper plane
The parameter b/ |wetermines the offset of the hyper plane from the oapng the normal vect W,

If the training data arknearly separable, we can select two hyper planes in ahehyhey separate the c
and there are no points between them, and then try to maxineizedistance. The region boundedhayrt
is called "the margin". These hyper planesbe described by the equations

wW-XxX—b=1amdw -x—b=-—1.

An SVM model is based on the concept of decision planesdéfaies decision bounddaries. A dec
plane is one that separates between a set of objecitsghdi¥ferent class membershiips. A schen

example is shown in the figuitustrated below
/ O
*—+—o

v

Fig. 3. Decision plane in SVM

So, in the above figur¢here are two classes: Blue class and Red class. Tkehé¢as to find out tt
boundary that separates the two classes effectively. Thayebm more than e decision boundary th
separates these two classdght blue lines inFig. 3.defines the possible boundaries that can sepdra
classes. SVM defines the optimum boundary from the abovmdaries which separatte the two cle
accurately. Now, ware going to explain how linear support vector machine dog

Often, SVM choose 3 or 4 support vectors or decision pdhaim the two different classes to class
Suppose here three vectors namy, S, & S; are used. The idea is to get the suppedtors from the
available decision points which are closer to the spateechyper planes. This is actuallyy the #raamay
common to both the classes depending on how the decision boimdafined.
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For example, here we choosg&S, from the blue class angfsom the red class. This is shown in  Fig. 4.
We utilize these three vectors to define the optimdecision boundary using support vector machime T
vectors are defined as follows:

Sz

Fig. 4. Support vectors used in SVM classification

The values of the three vectors correspond towleféature coordinates X1 and x2. The features beay
different for different types of classification. Mimal modifications are done on these vectors focgssing
advantages. Basically, the vectors are augmentddavi as a bias input and for clarity, the nanfethe
vectors are differentiated with an over tilde. Be support vectors become:

~s=| 2 ~s=| 2 ~s=| 4

[N
1
'—\

= O

The extra 1 in these vectors are added as bias amplthe vectors are defines as;m% & ~ S,

According to SVM theory, we need to find three paeters al, a2 & a3 based on the following thresalin
equations:

al~-S*~S+a2~%*~S;+a3~3*~ S, =-1 (-ve class)
al~S*~S+a2~%*~S,+a3 ~ 3*~ S, =-1 (-ve class)
al~S*~S+a2~3*~S;+ a3~ §*~ S; = -1 (-ve class)

The blue classes are classified as —ve class &lasdes are classified as +ve class.

Now we have to substitute the values of ;% & ~ S;.in the above equations chosen for this particular
example. After substituting the vectors in the eigus and calculating we get three simplified eoprest:

6al + 4a2 +9a3=-1
4al + 6a2 + 9a3 =-1
9al +9a2 + 17a3 =+1
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Simplifying the above three equations we get: a2=3&25 and a3=3.5.
Now we are going to get the boundary between tliectasses. We obtain the values of three paramalers

a2 & a3 and the three vectors, & ~S, from blue class and ~;Srom red class. The hyper plane that
discriminates the positive class from the negatlass is given by the equation:

~w =Y ai ~§
i
ai is the constant whose value need to be calcukate Si is the support vector. In this exampl8, &s we
use three support vectors and get values of thoestants.
Substituting the values of three vectors;>~<% & ~ S; and the constants al, a2 & a3, we get:
~w= (-3.25)| 2 + (-3.25 + (3.5)| 4 1
1 -1 0 0
1 1 1 -3

Thus, the feature coordinates of the hyper plaaertay discriminate the blue and red classes isirod.
Following describes how this hyper plane will digtilish the classes.

First, the support vectors are augmented with a praviously for processing purpose. This bias maiv
even be represented as the bias of the hyper pn@ and the two coordinates of x1 & x2 will be10.
Hence we can equate the entry in the ~w as theripjpee with an offset b.

Therefore, the separating hyper plane equationbill

y = wx + b with w:|: 1 and offset b3
0

-

Basically, the coordinates of w denote that theehygane is a vertical line with an offset 3.

A

1
; N o
X1
. o——o—
3 4 5 6

.
N

= 1
|
T
@

Fig. 5. Decision plane with optimum decision boundary

The green line in Fig. 5 is the expected decisioanlary in linear SVM for the corresponding clasJés
two classes now either belong to —ve class (blassglor +ve class (red class). Any test image @n b
classified in any of the two classes after perfagnbVM training. The classification is linear besauhere
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is very clear separation between two classes whiclistinguished by the hyper plane w. Sometinmteset
may not be clear separation between the classémssupport vectors from the two different classmsnot
be chosen directly. This type of SVM classificatisiNon-linear classification.

In the proposed algorithm, linear binary suppodtgemachine model is used as multiclass classifier

Four different types of facial expressions of hurfeae need to be classified according to the algori As
SVM is a binary classifier, the algorithm uses “@gainst all” approach to use SVM as multiclasssifeer.

The algorithm uses four facial expressions:

* Neutral
e Smiling
* Angry

+ Sad

The proposed work uses Database for face imagesafaing set [8]. Each type of expression is pnése

by four images. The 16 images are arranged inteettwain database. First database contains all&he
images of four types of expression. Second trataliese contains 12 images of Smiling, Angry & Sad
expressions. Third train database contains 8 imafeangry & Sad expressions. These three training
databases are used jointly to train the whole fSehages.

First, preprocessing is done on the training sein@ges. Preprocessing of the training images ast t
images is needed because the used images ardepénifsizes and in RGB color space and they neéde t
of same features so that classification can be dooerately.

Preprocessing includes:

The face images in the training set are convedédduble” type.

The images are converted to gray scale from RG8r aplace.

The images are zoomed or shrank to 200X200 pixsts s

The images are reshaped so that the 2D matriciee @fray scale images are converted to 1D array
of 40000 columns.

After image preprocessing, the three train database assigned different classes. The steps include
= In the first training set, there are 12 images dfich first four are of neutral expression. This
expression is assigned class 1 and left 9 imageassigned class -1.
= In the second training set, there are 9 images h€wfirst four are of smiling expression. This
expression is assigned class 2 and left 6 imageassigned class -2.
= In the third set, there are 6 images of which fiestr are of angry expression assigned class 3 and
left four are of sad expression assigned class -3.

Finally, the test image is mapped to either neuti@ds or smiling class or angry class or sad @assthe
same is displayed in the user interface.

Following steps describe the above method:
3.4 Acquisition of Input Training Images

Read the input images used for training set.

10
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Image pre-processing

Change image data type

Convert the input images from type ‘unit8’ to ‘ddebprecision. If the input image is in double typke
output image is identical.

Convert to gray scale
Convert the input images from RGB color space &y gcale image.
Image resizing:

The input images are zoomed or shrank to 200X288lwgon of pixels depending on the original retiolu
of the input images.

Image reshaping

The input images’ dimensions are reduced and teskto 40000 matrix. Therefore, after reshapinigthe
train images become 1D array 40000 indexes.

Create array of all zeroes

Create three 2D array with number of rows equathto total number of training set of images and the
number of columns are 40000. The cell values cfatBarrays are initialized to zero.

Assign group membership to each expression class

In the proposed method, only the columns vectoth®train image matrices are used as featuresdithpl
to classify the membership of the images. No ofheial feature points are used explicitly to meastine
percentage of membership of a particular imagepartcular class.

Four types of expressions are assigned to differless membership in one against all approach:

= For the first train set, neutral expression isgssil class 1 and all other expressions are assigned
class -1.

= For the second train set, smiling expression isgaed class 2 and all other expressions are
assigned class -2.

=  For the third train set, angry expression is aggigriass 3 and sad expression is assigned class -3.

Store the images from the training set to the arrays:

The images from the three training subsets aredtor the three 2D arrays and make the three tatand
arrays for SVM training.

Training:

Load the three train subsets of images and mapaheimages to the corresponding classes accotditte
feature space (column vectors of the traindataysyraEach image in the training sets is mappeato of
the four expression class.

Classify the test image into a train class:

Any test image is first go through the same prece@ssing steps. Then classification is done aaddbult

classes are stored in result, resultl & result2Herthree train sets.

11
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= If the test image has result class of 1, thenrege is of Neutral expression.

= If the test image has result class of -1 & the ltésalass of 2, then the image is of smiling
expression.

= [f the test image has result class of -1 & the ltéstlass of -2 & result2 class of 3, then the imé&y
of angry expression.

= If the test image has result class of -1 & the ltgésclass of -2 & the result2 class of -3, then the
image is of sad expression.

3.5 User Interface Design

A simple interactive User Interface is createdepresent the processing done in the proposed wark.
processing step is done after clicking the corredpg button on the interface. The output of thecpssing
will be displayed on the interface and every changee output will be notified by interactive maggs.

= Input image for facial feature detection can beased from any disk storage of the machine.

= Conversion from RGB to gray scale is done on thmutrimage and the same is showed in the
interface.

= After clicking the “Facial feature extraction” bait, four primary facial features are detected and
the same is showed in the interface.

» The distances between the eyes and mouth are at@duior normal & smiling face and the same
are showed in the interface so that we can contpara.

= For classification of expressions, training images done after clicking the “Train svm” button.
Then any test image can be browsed for test purpodethe corresponding expression of the test
image is shown in the interface.

= Some interactive messages in between these steghauwn to notify the internal processing done
in the programme code.

T ————

Py Lagresimn Byve g

Wi ad lara o - Rraond lomie Fann sy Lafruite Jmiwre Faree
g Tram
o] M P TR T N N Lo R s e Lilddn ERE b ey

Ficw P ewdure Estacims for o e Facoml Femard Eatraction | e wiing e ELITS

Prrum Femm b Faim Ergreemse dncspries

[t * e e A

1 Facisd Lipresnan Apcogaiton Syrtem
Prusgnied by darkani Ghoak

Fig. 6. User interface for the expression recognition sgem

12
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4 Algorithm

4.1 Facial_Feature_Detection (Input Image, Templatémages)

Stepl.
Step2.

Step3.

Step4.

Stepb5.

Step6.

Step7.

Step8.

Step9.

Step10.

Stepll.

Start
Read Input Human Face Image.
If the Input Image is color (RGB)eth
convert it to Gray scale Image andesaie pixel values to a 2D array let gface.
Else
save the pixel values of the inpuagm to a 2D array let gface.
Read Left eye template image.
If the template image is color (RGiBn
convert it to Gray scale Image ancedae pixel values to a 2D array let gleft.
Else
save the pixel values of the inpuagm to a 2D array let gleft.
Read Right eye template image.
If the template image is color (RGBien
convert it to Gray scale Image andesae pixel values to a 2D array let gright.
Else
save the pixel values of the inpuagm to a 2D array let gright.
Read Nose template image.
If the template image is color (RGin
convert it to Gray scale Image ancestére pixel values to a 2D array let gnose.
Else
save the pixel values of the inputge#o a 2D array let gnose.
Read Mouth template image.
If the template image is color (RGBien
convert it to Gray scale Image ancesie pixel values to a 2D array let gmouth.
Else
save the pixel values of the inputgm#o a 2D array let gmouth.
Declare 4 2D Array C1, C2, C3 & C4 of size m*n wdhen*n is the size of gface.
Calcualte C1[][] = 2D_norm_crosscorr(gleft,gface)
C2[][]= 2D_norm_crosscorr(gright,gface)
C3[][] = 2D_norm_crosscorr(gnose,gface)
CA[][] = 2D_norm_crosscorr(gmouth,gface)
Call (X11,Y11,W1,hy) = Find_max(C1)
(%1,Y21,W2,hp) = Find_max(C2)
(Xa1,Y31,W3,hs) = Find_max(C3)
(Xa1,Ya1,Wa,hy) = Find_max(C4)
where (%,Y11,W1,M), (Xo1,Y21,Wa,2), (Xs1,Y31,W3,15), (Xa1,Ya1,Wa, 1) are top — left pixel
coordinate, width, height of the matthectangular area around left eye, right eye,
nose and mouth respectively.
Calculate xo=X;1 + Wi & Y12 = Y11+ hy
Xp2= Xo1 + Wo & Yo = Yo + 1y
Xg2= X31 + W& Y3 = Y1 + I
Xa2= X1+ Wa & Yap = Y1 + hy
where (¥,Y12), (%2,Y22), (Xa2,Y32), (X42,Ya2) are bottom right pixel coordinate of the
matched rectangular area around left egbf @ye, nose and mouth respectively.
Draw Boundary Rectangle around left eye in gfaith top left, top right,bottom
left and bottom right pixel edmates as (%,y11), (X12,Y11), X11,Y12) & (X12,Y12)
respectively.
Draw Boundary Rectangle around rigit im gface with top left, top right, bottom
left and bottom right pixel coordieatas (¥;,Y>1), (X22,¥21), (X21,Y22) & (X22,Y22)
respectively.
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Stepl2.

Stepl3.

Stepl4.

Step15.
Stepl6.
Stepl7.

Step18.

Draw Boundary Rectangle around noggaee with top left, top right, bottom left
and bottom right pixel coordinateg)as,Yz1), (%s2,Y21), (Xa1,Y32) & (X32,Y32)
respectively.
Draw Boundary Rectangle around mautface with top left, top right, bottom left
and bottom right pixel coordinateg>as,Ys1), (X42,¥a1), (Xa1,Y42) & (X42,Ya2)
respectively.
Calculate middle point pixel coord@méqmia,Yimia) Of the boundary rectangle around
Left eye asifia= (X11+X12)/2 and Ymia = (Y11+Y12)/2.
Calculate Euclidian Distance between middle poix¢lpcoordinate (¥mid,Yimia) Of
the boundary rectangle around le @yd top — left pixel coordinate,(¥,,) of the
boundary rectangle around mouth as:

DistL F{( Ximig— Xa)> + ( Yimia - Yar)’} unit.

Calculate middle point pixel coordinate,Y-miq) Of the boundary rectangle around
right eye asxig= (Xe1+X22)/2 and Ymig = (Yor+Y22)/2.

Calculate Euclidian Distance between middle poix¢lpcoordinate (¥mid,Yamia) Of

the boundary rectangle around riglet @yd top — right pixel coordinatey§¥/;) of

the boundary rectangle around mouth as

Dist2 F{( Xomia— %42)” + ( Yomia - Ya1)’} unit.

Write the value of Distl and Dist2 in a output téb for comparison.

Repeat step 1 to 15 for another same human facgitbusmiling facial expression.
Compare both input face images according the dissameasured between eyes &
mouth. The image with larger distaisceonsidered as Happy face or smiling face,
in general.

Exit

4.2 2D_Norm_Crosscorr (Template Gray scale Imagenput Gray scale Image)

Stepl.
Step2.

Step3.

Start

Perform 2D Cross Correlation between Template Insagklnput Image pixel values
and return 2D array C of size m¥ith values of the corresponding Cross correlation
where m*n is the size of the Inputge.

End

4.3 Find_Max(C[][])

Stepl.
Step2.

Step3.

Step4.

Start

Find Maximum Value of 2D Array C[ ][ ] and deterngithe corresponding
rectangular region where the maximunueas found.

Find top — left position coordinate (x,y), width)(and height (h) of the rectangular
region and return the values.

End

4.4 Facial_expression_recognition (Input Image, 3r&@ining Image Databases)

Step19.
Step20.
Step21.
Step22.
Step23.

Start

Read Input Human Face Image and Store the pixeksab an array let face.
Call Processed_Face = imPreprocess(face)

Seti=1

Repeat Step 6 to 9 for every Image of Train_Neu®#her Image Database

14
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Step24.
Step25.
Step26.

Step27.
Step28.
Step29.
Step30.
Step31.
Step32.

Step33.
Step34.
Step35.
Step36.
Step37.
Step38.

Step39.
Step40.

Step4l.
Step42.
Step43.
Step44.
Step45.
Step46.
Step47.
Step48.
Step49.
Step50.
Step51.
Step52.
Step53.
Step54.

Step55.
Step56.
Step57.

Step58.
Step59.
Step60.
Step61.

Step62.

Read the Image from the Database and Store tle¢\@kes to an array let t.
Call t1= imPreprocess(t)
Store t1 into image cell Train_Neutral_Other_Csll a
Train_Normal_Other_Cell(1,i)=t1
Set i=i+1
Seti=1
Repeat Step 12 to 15 for every Image of Train_3milOther Image Database
Read the Image from the Database and Store tle¢\@kes to an array let t.
Call t1= imPreprocess(t)
Store t1 into image cell Train_Smiling_Other_Call a
Train_Smiling_Other_Cell(1,i)=t1
Set i=i+1
Set i=1
Repeat Step 18 to 21 for every Image of Train_An§ad Image Database
Read the Image from the Database and Store tle¢\@lues to an array let t.
Call t1= imPreprocess(t)
Store t1 into image cell Train_Angry_Sad_Cell as
Train_Angry_Sad_Cell(1,i)=t1
Set i=i+1
Create 3 2D Array of size (no_of images * mn) forTBaining Databases where
no_of_images refers to the total number of image$é corresponding training databases
respectively and m,n refers to the predefined sigationed in Impreprocess function. Let
traindatal (n1 *mn), traindata2 (n2*mn) and traita®a (N3*mn) are 3 arrays for
Train_Neutral_Other, Train_Smiling_Other and Traingry Sad Training Image
Databases respectively, with n1, n2 and n3 are purobimages in the corresponding
databases.
Initialize all elements of traindatal, traindatai@ araindata3 array to 0.
Seti=1
Repeat step 26 to27 for nl times
Set traindatal(i,:)= Train_Normal_Other_Cell(1,i)
Set i=i+1
Seti=1
Repeat step 30 to31 for n2 times
Set traindata2(i,:)= Train_Smiling_Other_Cell(1,i)
Set i=i+1
Seti=1
Repeat step 34 to35 for n3 times
Set traindata3(i,:)= Train_Angry_Sad_Cell(1,i)
Set i=i+1
Create 3 1D Arrays, namely classl, class2 and Zlaésize n1,n2 and n3 respectively
corresponding to Train_Neutral_Other, Train_Smili@gher and Train_Angry Sad
Training Image Databases respectively.
Seti=1
Repeat Step 39 to 40 for all images of Train_N#u®ther Image Database
If i" image of Train_Neutral_Other is of Neutral expiess
then set class1(i)= 1
else set class1(i)= -1
Set i=i+1
Seti=1
Repeat Step 43 to 44 for all images of Train_SmilOther Image Database
If i™ image of Train_Smiling_Other is of Smiling expriess
then set class2(i)= 2
else set class2(i)= -2
Set i=i+1
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Step63.
Step64.
Step65.

Step66.
Step67.

Step68.

Step69.
Step70.
Step71.

Seti=1

Repeat Step 47 to 48 for all images of Train_An&ad Image Database

If i™ image of Train_Angry_Sad is of Angry expression

then set class3(i)= 3

else set class3(i)= -3

Set i=i+1

Call SVMTrained1=SVM_Training(traindatal,classl)
SVMTrained2=SVM_Training(traindata2,class?2)
SVMTrained3=SVM_Training(traindata3,class3)

Call resultl=SVM_Classify(SVMTrainedl, Processec:dja
result2=SVM_Classify(SVMTrained2, Procesdeate)
result3=SVM_Classify(SVMTrained3, Procesdeate)

Call FinalExpression=Recognize_Expression(res@ljt2,result3)

Display FinalExpression as output

Exit

4.5 Impreprocess (Image_Pixel_Array)

Stepl.
Step2.

Step3.

Step4.
Stepb.

Step6.
Step?7.

Start

Convert Image_Pixel_Array to its corresponding deub format let
Image_Pixel_Array_Double.

If Image_Pixel_Array_Double is of format a*b*3, the

convert it to Corresponding Gray scale and savepikel values to a 2D array let
glmage.

Else

save the pixel values of the input iméga 2D array let gimage.

Resize glmage to a Predefined size say m*n & sheepixel values to a 2D array let
glmage_Resized.

Reshape gimage_Resized Array to a 2D array oflsigan) & save the pixel values to a
2D array let gimage_Reshaped.

Return the Array glmage_Reshaped.

End

4.6 SVM_Training (Training_Data, Group_Membership_Class)

Stepl.
Step2.

Step3.
Step4.

Start

Train Linear Support Vector Machine with TrainingatB and Group_Membership_Class
and store the value in an array let SVM1.

Return the array SVM1

End

4.7 SVM_Classify (SVM_Trained, Img_Array)

Stepl.
Step2.

Step3.
Step4.

Start

Classify Img_Array in one of the classes with SVMaified and SVM Binary Classifier
and store the value in a variable let Classifierl

Return the value Classifierl

End

4.8 Recognize_Expression (Vall, Val2, Val3)

Stepl.
Step2.

Start
If Vall=1
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Set Expression=Neutral
Else if Vall= -1 and Val2=2
Set Expression=Smiling
Else if Vall= -1 and Val2= -2 and Val3=3
Set Expression=Angry
Else if Vall= -1 and Val2= -2 and Val3= -3
Set Expression=Sad
Step3. Return the value of Expression
Step4. End

5. Results and Discussion

5.1 Test Results for Neutral or Smiling face Deteitin Using Facial Features:

= Testing includes sets of images with relativelfetiént lighting condition. Each set of image is the
images of same human face with two different enmatiNeutral & with smiling). We perform
template matching on both faces of a set of imagjiegudifferent templates. Templates, i.e. pair of
eyes, nose & mouth area used, may be the regiotieesfame test image or different image other
than the test image.

= After template matching, Euclidian distances betweedpoint of the rectangle region of eye areas

& the top two corner points (left & right) of theatangle region of mouth area are calculated on
both images.

» The distances are compared and the distance wikrlaalue primarily yields that the person is
smiling. A neutral face has smaller distance tlensmiling expression of the same face, generally.

Test result: Template Matching

Templates used:

* Left eye template
* Right eye template
¢ Nose template

¢ Mouth template

Case 1:Matched with templates of test image itself

Fig. 7. Test image Fig. 8. Left eye template
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Fig. 9. Right eye template
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Fig. 11. Mouth template
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Fig. 10. Nose template
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Fig. 12. Output image

(iv)

Fig. 13. Peak normalized cross-correlation value when matchedth (i) Left eye (ii) Right eye
(iii) Nose (iv) Mouth template
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Case 2:Matched with different templates

€

Fig. 14. Test image Fig. 15.mMplates of this image

Fig. 16. Templates of different image than the test iage

Fig. 17. Output image
Distance calculations and neutral or smiling expressionedection:
"

)

Fig. 18. Neutral face Fig. 19. Neutral face template matching
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Fig. 20. Smiling face Fig. 21. Smiling fatemplate matching

Euclidean distance calculation
Neutral face:

Distance between Left eye & Mouth: 50.01 unit
Distance between Right eye & Mouth: 53.04 unit

Smiling face:

Distance between Left eye & Mouth: 54.08 unit
Distance between Right eye & Mouth: 60.02 unit

The distances between the eyes and the mouthrges far smiling face.

Displaying the processing in user interface:

[l - — E— . W

[T R———
| o £
e e e ] [P———
|l i e P i o -

S w1 e s

e T — S

Pailpl Faprmaaian Basagamde Lyyiam
Prasantad b Barkan) Bhaed

Fig. 22. Processing done for facial feature detection
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Fig. 23. Distance between eyes and mouth for neutral fac
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Fig. 24. Distance between eyes and mouth for smiling face

Test Results for Expression Recognition:

*= In the proposed method, four categories of expoessof human face using database [8] are
considered for classification. They are:

¢  Neutral
e Smiling
e Angry

* Sad
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» Training set includes 16 face images of which eyple of expression include four images. The
training set is divided into three subsets of ingadérst set contains all the 16 images with four
different expressions. Second set contains 12 imagethree different expressions excluding
Neutral expression. Third set contains 8 imageswaf different expressions excluding smiling
expression.

= Test images may be of any size and varying lightiogdition. The test images will undergo some
image pre-processing steps and become identieabsid shape like train set of images.

» The column vectors of the training image matrices wsed as features to train the training set of
images. Test images are also classified to anyessmn based on these features.

SVM Training:
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N e By i ey Mt Ll
4 Brrmes Fugk B “wa arweeed: feragees
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i | oy S0t T gt Ploana i () 07
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el [
Faclal Espresilen Resaghition Svitem
Fresapted by Sachani Ghash
Fig. 25. Training image database
Neutral expression recognition:
e e
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Fig. 26. Normal expression
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Smiling expression recognition:
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Fig. 27. Smiling expression
Angry expression recognition:
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Fig. 28. Angry expression
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Sad expression recognition:
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Fig. 29. Sad expression
6 Performance Analysis

6.1 Smiling or Neutral Face Detection Using Facidteatures

Since the main purpose of work is smile recognijtitherefore sample pictures must be taken with two
different emotions, i.e. with smile or without smilThis research is based on some common assumption

= Although templates of eyes, nose or mouth fromediifit images can be used to match with a test
image, best possible matching & region of intetegection can occur in the case where templates
images are cropped from the same test image.

= Distance between eyes & mouth depends on the bittee demplate image & finally on the size of
the rectangle region of interest. There may be scases where, distance between eyes & mouth
will be smaller than the distance measured withséme neutral face, due to very small size of
template images, so as to size of region of inter€gnerally, the template images should cover the
facial features broadly so that the whole eye megionose region or mouth region is covered.

= Templates of neutral image cannot be matched @starhage of smiling face & vice versa. Both
set of templates should be different.

A comparative study on various approaches are rtmdentify the person’s face and thereafter recgn
their emotion. Among the various techniques impletee, Neural Networks, Hidden Markov Model and
Dimensionality reduction techniques have been niad®mparison with our proposed method. It is shown
in Tables 1 and 2.

Table 1. Comparison of the results

Method Recognition rate
K-Mean: 86.7¢

Fuzzy Ant with Fuzzy C — means 94.82

Proposed 97.018
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Table 2. Matching percentage of three methods

Rank 1 2 3 4 5
Eigen-face 26 33.8 47.1 52.4 55
Sketch transform method 71 78 81 84 88
Proposewmetho 80 82.1 84 90.1 92.4

Performance of the Template matching algorithm:

Case 1. Matched with templates of the test image it$el

No. Type of Emotion No. of Input Images Recognized ResPo)
1 Neutral 20 20 100
2 Happy 10 10 100

Case 2. Matched with templates of different images oth¢han the test image

No. Type of emotion No. of input images Recognized Result {%
1 Neutra 20 15 75
2 Happy 10 7 70

Performance of Smiling face identification algorithm afte Template matching:

No. of sets No. of No. of No. of sets of images No. of sets of images Result
of images neutral faces happy faces where distance between where smiling face is (%)

eyes & mouth is larger identified.
for one face than the
other in the particular set

10

10 10 8 8 80

Smiling or neutral face detection using facial featurs:

The main purpose of the work is to recognize foasid expressions of human face. Linear supporbovect
machine is used as the classifier as the perforenamasurement and accuracy of SVM is high.

The train set of images is able to classify thelpfi@ed four types of expressions on various human
faces. Due to lack of different image sets withimas expressions, the work is confined into four
basic facial expressions although the method carfuliber extended to classify many more
different expressions in human faces. Only smadinges including class definition and train set
arrangement need to be done to extend the method.

For some face images the method cannot properhtifgdethe exact expression in the image as
human facial expression is too much variable. Fyr @articular expression, human face may vary
to a great extent. So there is a need of manyrdiffeface images to load the train set so thasdhe
can identify any test image’s expression exactlyt \Be have lack of this.

If some explicit feature points can be identifiedlaised as features based on which classification i
done, then more accurate result can be expected.

Performance of Expression Recognition System:

No. of Total number No. of Neutral/ Total no. of tested No. of images Result
training  of imagesin  Smiling/Angry/Sad images with neutral whose expression (%)
sets training set faces in training & smiling & angry are identified

set & sad expression accurately
3 16 4 20 17 85
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7 Conclusion

Facial expression recognition or Expression detactystem has numerous applications in image psoags
domains, security applications domain or any typkiemetric system. This research work is a primstap

of an emotion detection system using which oneipeamotion can be identified after extractingfdient
facial features. Future work will be done to clssnore different types of expressions in humarefaod
identify each emotion properly. The proposed apghnowill help to define uniqueness of human face
component accurately to some extent which can bd gseatly in biometric recognition system. Alse th
algorithm can be used further in face recognitigsteans, machine learning system and other typenaie
processing applications.

7.1 Advantages

The proposed method takes the advantage of geanfetiiures of a human face to detect facial
expressions leads to accurate detection of fae#lfes and expression of a human face.

Support Vector Machine is used as multiclass diassd classify more than two expressions in the
proposed algorithm which overcome the limitatiofibimary SVM which is able to do only two-
class classification. This method can be furthéemaed to more than four class classification to
classify various human facial expressions easily.

The expression recognition method can detect upvémty images of any of the four predefined
expression. If the training database can be loadgdmore different images then the method will
work more accurately.

7.2 Limitations

Although neutral or smiling face using geometricidh features can be identified for 80% of input
images, for some smiling face images, distance dmtweyes & mouth become smaller than the
normal expression of the same person. This is lsecAuman face shape and expression is too
much variable and may vary sometimes from the ggpeobability.

Due to lack of a huge set of training set of imagesexpression classification, some facial
expression cannot be identified accurately by ttep@sed method. If the training database can be
loaded with more different images then the methdldwark more accurately.

No other geometric facial feature or measurementigsd for SVM classification of facial
expressions. Some specific feature points likeadie between eyes & mouth, distance between
two eyes, width of left & right eye , distance betm eyes & nose-peak, total skin area- all these
can be used as feature space for classificatidritenproposed method will work more efficiently.

8 Future Scope

A primary work is done to develop an Expressionddgbn system which will be able to identify many
different types of Emotion or facial expressiorhiman face. Here, in the specified algorithm, wst firied

to extract all the regions of interest i.e., lefeeright eye, nose & mouth region using templasgafming
technique. Then, we measured the vertical disthrt@ween two eyes & mouth to detect one expressiain t
whether a person is smiling or not.

8.1 Next Steps

Measurement of distances among other facial featuresTo identify many more different types of
expression in human face, further we have to meadistances between multiple face components like:

Right eye-left eye
Left eye-nose peak
Right eye-nose peak
Nose peak-mouth
Nose height & width
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All of these features will define the uniquenessafhole facial component. These features can éé s
SVM train data and the set of images can be claedsifased on these properties of human faces.eBSor t
images, the same feature points can be used totimajmages to particular classes. The accurachef t
classification will be competitive.

Large set of images for training databaself more than 200 images with different facial exggi@ns can
be used for train database and they arranged pyoijpeone against all approach in more than onantra
subsets, then the SVM classifier can be used aschask classification which will be able to detéatial
expressions more than four. The correspondingetafes each train set need to be defined properly.

The facial expression recognition system usingafafgiatures can be further used to uniquely ideraify
human face which can be used in biometric systesigder any other real time face recognition system
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