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Abstract

Feature dimensionality reduction is the process of mimigithe number of features in high dimensiopal
feature space. It encompasses two vital approaches: deattnaction and feature selection. In face
recognition domain, widely adopted face dimensionality reductiomniques include Principal
component analysis, Discrete wavelet transform, Lind@criminant analysis and Gabor filters.
However, the performances of these techniques arestimiy strict requirement of frontal face view,
sensitivity to signal shift and sample size, computatiantansiveness amongst others. In this paper, a
feature dimensionality reduction technique that employed IUwoary pattern for feature extraction and
Ant colony optimization algorithms for the selection aptimal feature subsets was developed. The
developed technique identified and selected the salient festingets capable of generating accurate
recognition. The average training time, recognition tinmel aecognition rate obtained from the
experiment on locally acquired face data using cross-velideavaluation approach indicate an efficient
performance of the potential combination of both methods timcalevel technique for dimensionality
reduction.
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1 Introduction

Dimensionality reduction refers to algorithms and techrsgueich create new attributes as combinations of
the original attributes in order to reduce the dimensignaf a data set [1]. Dimensionality reduction is
important in many domains because it mitigates theecofglimensionality and other undesired properties
of high-dimensional spaces. The main focus of dimensignaduction is to present features in such a way
that the informative part is preserved the most and edites extra data or components which are redundant
to classification process [2Feature extraction and feature selection are the duo torpefficient
dimensionality reduction [3]. Feature extraction is a pgedbat involves transformation of data [4]. The
original set of features is transformed to provide a setwof features [5]. These features could be certain
face regions, or distances and angles between the pahts fd#ce [6]. The goal of feature extraction is to
represent samples accurately in a lower dimensioreadesfy]. There are various feature extraction methods
such as knowledge-based method which depends on generic visLiateaistical knowledge of facial
components to extract features [8] and mathemati@istorm method which uses Karhunen-Loeve
transform [9] and Discrete Cosine transform [10] toaottfeatures of an image. On the other hand, Feature
selection problem consists in making good predictions witlieas variables/features as possible. The
optimality of a feature subset is measured by an evatuariterion [11]. The main purpose of feature
selection is to reduce the number of features used irsifidasion while maintaining acceptable
classification accuracy [6]. Finding an optimal feature stlzs usually very difficult and many problems
related to feature selection have been shown to be normieitgic polynomial (NP) time hard [12]. The
reasons for performing feature selection as stated1BY ihclude: improving performance prediction,
reducing computational requirements, reducing data storageirements, reducing the cost of future
measurements and improving data or model understanding.

Dimensionality reduction had been carried out using difteegpproaches by face recognition researchers.
Some research did feature extraction alone, in which onlgxtiacted features were used for recognition of
faces (one-level dimensionality reduction) [14,15,16]. Din@rality reduction had also been achieved in a
two-level approach whereby feature extraction as well amapfeature subset selection was carried out in
[17,3]. Commonly researched dimensionality reduction algoritlames Principal Component Analysis
(PCA), Discrete Wavelet Transform (DWT), Linear Distinant Analysis (LDA) and Gabor filters amongst
others.

The limitation of PCA is that the principal componentdolibare the largest Eigen vector of the co-variance
matrix generated are not often the optimal features in arldimeension. It also requires full frontal faces;
else the performance of the recognition process degradd®[A821]. However, there have been some
improvements in the performance of PCA with modificationtt& Eigen vectors selected by selecting
principal components using the discriminant weight given dyasating hyperplanes in [22]. In DWT,
images are treated as a 2D signal which changes horizomdllyeatically. The coefficient of the wavelets
obtained are large, unpredictable and difficult to interpset result of tilting of head or facial expression
changes which result in signal shift. Hence it lack thermftion that can describe non-stationary signal
behaviour [23,24,25]. Gabor requires computation of bagonal wavelet which is time consuming [26]. In
addition, the performance of LDA is degraded when saniptelecomes large [3,10]. Hence, the need for
an improved feature dimensionality reduction technique that psdjee face data unto a spatial distribution
of pixel values to obtain both shape and texture featdi®ls This can be achieved with the use of Local
Binary Pattern (LBP) which gives the global descriptibthe face.

LBP is a texture descriptor which gives a facial reprgation that is independent of expression and pose
artifacts. It is a non-parametric texture classificativethod which summarizes the local structures of an
image efficiently [27]. The most important propertiesL8P features are tolerance against the monotonic
illumination changes and computational simplicity. Due $otéxture discriminative property and its very
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low computational cost, LBP is becoming very popular in pattecognition [28]. LBP operators are easy
to compute, hence they are suitable for real time agifits. A face image can be seen as a composition of
micro-patterns which are described by LBP [29]. Ths&tdgram of LBP computed over the whole face
image encodes the occurrences of the micro-patternsbiin the local information of faces, face images
were equally divided into small sub-regions to extracPLidstograms. The LBP features extracted from
each sub-region are concatenated into a single, spatiddneed feature histogram. The extracted feature
histogram represents the local texture and global shafsce®fimages. These features are the statistics of
gray differential features representing the tonalatamn of the gray value of pixels.

The salient subset of these features can then be obtasiag Ant Colony Optimization (ACO)
Metaheuristics. The collective behavior which emergesnfla group of social insects has been called
“swarm intelligence”. The ACO algorithm is based on a otational paradigm inspired by real ant
colonies and the way they function. Ants are capablendfifg the shortest route between a food source and
the nest without the use of visual information, and they aso capable of adapting to changes in the
environment [30]. An Ant Colony system involves simplgents (ants) that cooperate with one another to
achieve an emergent, unified behavior for the system wbhate, producing a robust system capable of
finding high-quality solutions for problems with a largearsh space. The ACO metaheuristic is
characterized as being a distributed, stochastic seaethoth based on the indirect communication of a
colony of artificial ants, mediated by artificial pherone trails. The pheromone trails in ACO serve as
distributed numerical information used by the ants to proistibdlly construct solutions to the problem
under consideration. The ants modify the pheromone ttaiisig the algorithm’s execution to reflect their
search experience [31].

ACO gives a local description of the face which represérgsoptimal subset of features to efficiently
recognize faces. The choice of ACO is in its uniquenesscamstructive search optimization algorithm that
optimizes features using indirect communication with search environment via pheromone in a
phenomenon called stigmergy which is not found in any other metatieu@ur aim is to develop a more
promising dimensionality reduction technique which could resulettebface recognition. LBP is a robust
texture feature descriptor that gives a global descripticdheoface using structural and statistical features.
There is need for optimizing the global features, stoasbtain a reduced form of features. Hence, with
ACO a local description of the face which represents dlierg subset of features to recognize the face is
realized.

2 Related Works

Globally, many feature dimensionality reduction technichege been investigated and some of them have
outstanding performance. An assessment of PCA and DCT Algerfor access control system was carried
out in [32]. It was discovered that PCA proved to be a betgarithm for access control and recognition
system based on the high percentage (90.43%) of correaflgifdd faces and its strict attendance to both
FAR and FRR (0.1077, 0.0609) respectively. Also, [17] developetiGO-based feature selection for face
recognition system that uses discrete cosine transformlDE extract features and ACO for face
recognition. The work uses k-Nearest Neighbour classifieevaluate the selected feature subsets in a
wrapper mode. The result obtained when evaluated on AT&T akgalvas 98.50% recognition accuracy.
However the recognition time for the tested faces usingsyséem was not reported. Similarly, a face
recognition system using a hybrid of GA and ACO algorithwas developed in [33]. The two algorithms
were used to perform feature extraction and the fusedrésatvere passed unto GA for recognition of
unknown face. The work produced a recognition accuracy of 93T8f#.recognition time achieved was
5.2 secs. The database used was not specified.

Furthermore, [15] developed an algorithm for one-sample facognition using Hidden Markov Model of
fiducial areas. It uses two dimensional discrete wavedastorm (2D DWT) to extract features from images
and hidden Markov model (HMM) was used for training and re¢iogni90% correct recognition, false
acceptance rate of 0.02% and a recognition time of @c§5sere achieved on still frontal face images
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locally acquired and on a subset of the AT&T database. layr8earch Algorithm (HSA) was used by [6]

to select an optimal subset of features that gives arkatturacy result in solving face recognition problem.
This approach was compared with the standard PCA over & saages from the AT&T face database.
The results obtained with the HSA gives an accuracy of B4fdce recognition with the recognition time
not indicated. The time requirement in terms of trairtinge and recognition time are crucial parameters in
achieving a face recognition system that mimic real-tizenario. Hence this research addresses the time
requirement as well as accuracy of the face recognitisieisyby considering the training time, recognition
time and the recognition accuracy obtained using the develogeddae.

3 Materialsand Methods

3.1 Database Acquisition and Nor malization

The locally acquired face database (LAFDAB) contains quraiphs of 120 randomly selected students of
Kwara State University, Malete. Nigeria. The picturéshe students were captured between October 2013
and July 2014, with HD genx 300 Camera. The students wetacted and with their consent, the pictures
were captured for the purpose of this research. Theré diféerent images per student, as shown in Fig. 1,
giving a total of 720 coloured (RGB) faces having a resolutfoh080x1920. The images were taken with
variation in upright position, tolerance of some tiltiugd rotation of about 13 degrees as indicated by the
camera. There were variations in facial expressioosed eyes, glasses worn; presence of mustache,
illumination variation was achieved by capturing at différémes of the day, also with indoor and outdoor
capture. This makes the LAFDAB faces different from mostilable face dataset which are mostly
captured under a controlled environment with little variatioaxpression and illumination.

R Qe

D5C01943 DSCO1944 DSC01945 DSC01846 DSCOo4y D5COn943

B
|
i

[ ==

DSCO1949 D5SC01931 D5CO1952 D5C01953 D5CO1954

D5C01935 DSC01957 D5C01958 DSCO1959 D5SCO1960 D5SCO1961
D5C01962 D5C01963 D5CO1964 D5CO1965 D5CO1966 D5SCO1967

Fig. 1. Samplefacesfrom LAFDAB
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The normalization of faces was done by cropping the facethat the output reveals the prominent parts of
the face such as eyebrow, eyelid, eyes, nose, lips aiwhreglow the lips. The intent is that the resultant
face is made up of regions vital for face recognition. Tin@ber of these vital features in terms of size is
varied by resizing the cropped images into arbitrarily cheganof 70x70 pixels. These were carried out in
Matlab R2012a, using the image processing toolbox. Theezblmages (three-dimensional) in the database
were converted into grayscale images having pixel valbstaveen 0 (black) and 255 (white).

3.2 Experimentation of the Technique

Face images have an inherent property of high dimensioglspaxe highly correlated, leading to redundant
information which causes computational burden in termsreégssing speed and memory utilization. As
earlier stated in Section 1, Local Binary Pattern employed in this research to extract 2D distributiohs
local binary pattern and local contrast measurement. &ifables texture information to be extracted from
the face. The resultant feature representation sesvessuitable platform for selecting the optimal feature
subsets. The texture descriptors were converted to imagend#i& so as to be able to reference each image
by its matrix. Optimal feature subset selection was dgnegplying ACO algorithm on the image data
matrix from the feature extraction stage. This reseancploys filter-based feature selection using ACO, the
filter criterion is taken as heuristic information. Theuristic valuey, for each feature generally represents
the attractiveness of the feature. Correlation is orteeinost common and useful statistics that describes
the degree of relationship between two variables. If twdoanvariables are linearly dependent, then their
correlation coefficient is close to 1. If the variablee uncorrelated the correlation coefficient is 0. The

correlation coefficieng; ; between two featuresi andxj is

__ Enlxi-m)(aj=xj)
y — —
Jzn(xi—xi )2J2n<x1—xn2

2

@)

where n= no of features (pixels) in the input space. Thastén the numerator represents the covariance

between pixelsci andx/, xi andx_j are the mean values of andxj respectively. The two squared terms
in the denominator are the standard deviations of each pixek correlation coefficient between feature

xi andxj. From equation (1), the correlation coefficient is defias a covariance between two pixels

andx;j divided by the product of standard deviations of each piikéie correlation coefficient is close to 1
or -1, then the two pixels are much related to eachr athd if the value is 0, then the pixels are hardly
related. The more the value is close to 1, for a pikelhigher the pixel is correlated to the class labels and
thus the feature is considered important and selected. Rba&isare uncorrelated are discarded and
considered unimportant. Artificial ants were simulated #aey move randomly over the face in a clique to
construct a pheromone matrix. The heuristic informatignfdr this experiment which is the measure of
attractiveness of a feature (pixel) based on the ktedilstics of the image was obtained using equation (1)
by computing the correlation between pairs of pixels. fifoeess of construction of solution by the ant was
carried out by adopting the probabilistic transition inlequation (2).

[, (O1%[n;,;17
Zl-e]k[‘fi,j(t)]a[ni,j]ﬂ '

Pl(t) = ifi € Jk )

Where]k is ant k's unvisited features,; is the heuristic desirability of choosing featuser; is the
pheromone value at featurex determine the importance of pheromone v@llaetermine the importance of

heuristic information.]ik is the neighborhood of aktwhen in feature. a determines the extent to which
pheromone information is used as the ants build their solfioletermines the extent to which heuristic
information is used by the ants. Optimization by ACO faates the problem in form of a graph where
edges connect nodes; here nodes are pixels (feature). elgigborhood of a feature contains all the
features directly connected to featurie the graphG = (N, A), except for the predecessor of featijrénat
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is, the last feature the ant visited before moving tm this way the ants avoid returning to the same featur
they visited immediately before feattireOnly in castik is empty, which corresponds to a dead end in the

graph, featurés predecessor is included inM[k.

Global and Local Pheromone update were carried out by adoptingioeg{8) and equation (4) respectively.
k (1 =p).1;; + p.AG,j k 3
Tij p). Tij p-AGL ) 3)

wherep € (0,1) is the pheromone update parameder® is the amount of pheromone on arc 4, j)
= Yk=1 AT%fj

™™ =1 —-¢).t84+¢.7@ (4)

whereg is the decay coefficient.

When this is done to every pixel in the image, a subsgixefs is obtained which represents the optimal set
of features on the face image. Once the pixels are belagted they are stored in a variable and at the end
of the feature selection procedure, we obtain the sizeeotdhtent of the variable in rows and columns
which gives the window size of the subset of pixelssTapresents the subset of ACO as seen in Fig. 2. The
Process Flow of the developed technique is shown in Fig. 2.

Training Face Database

./-f ,.n:"f\

/

ACO optimized feature

LBP texture descriptor
— . . subset

2/ JRems oy [\
3 f L ? f | :
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Feature vectors

aseyd Sunsayl

Identity of
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Fig. 2. Process flow of the feature dimensionality reduction technique for face recognition system

The Process flow shows the training and testing phases. dihigr phase comprises the face database that
was trained, and a two-level dimensionality reduction comept which generates the feature vectors that
serves as template used for matching. The trainingdaiadase which is the first component of the training
phase stores the face data captured. The two-level donality reduction component comprises the feature
extraction and feature selection in level 1 and level 2levrl 1, feature extraction was done and LBP
texture descriptor was obtained. In level 2, featurecteh was done and ACO optimized feature subset

was obtained.
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Furthermore, from the dimensionality reduction, the feataators generated were saveed for compal
On the other hand, the components of the testing phase entiedenrolled useto be identified, whicl
passes through the dimensionality reduction, and the feataters generated which is thhen compaitto
the feature vectors in the training database by measumnlylahalabolis distance betweeen the twaove
in a component corecting the training and testing phase. The choice ofaMabbis distaince is due to-
fact that it overcomes the blindness to correlation proloEEuclidean distance. The nextt compoitetite
classification process in which the recognition of f& done based on the distance between the tes
trained vectors. The identity of the enrolled user ipldied as the last component of the framey
indicating a recognized face or unrecogni

The face recognition system presented in this pwas developed, trained, and tested using MATL
R2012a. The computer system used is a Windows professioiti@nedith a 2.4 GHzz Intel Core
processor, 64bit OS and 8 GB of RAM. F. 3 and 4 shows the sample graphical user interfa
MATLAB results obtained by simulating the technique on LAFDAB. From a qdiacg, tthe local bina
pattern is obtained, the optimal feature subset and the iimdlge database correspondinqg to théaies is
displayed as the equivalent match found which indicatescognized face as shown in . 3 and
misclassified face as shown in Fi4. There are very few cases of mismatch wherebyvalgmt image
displayed does not indicate a correct m¢

AE3Prvimm e ]

O T

Fig. 3. Face correctly recognized Fig. 4. Face incorrectly recognized

4 Results and Discussion

The technique was simulated in MATLAB on locally acquifede database (LAFDAB) using cr-
validation Cross validationmethod gives an honest assessment ofrue accuracy of our system. The i
images in the LAFDAB were divided into 6 folds due to thet that there are 6 samples. of each iddali
in the database. The crogalidation procedure is as follov

- The images were divided into 6 fo

- Put one imge of a person into a fc

- Each fold consists of 120 images, each one image corresmoadifferent persc

- In each experimental run, 5 folds were used to train andinémg 1 fold was used 1 for tes

- The training and testing sets consists of 600 a20 images respectively in a particu
experimental run

- Obtain recognition rate for all 6 runs and compute theage

The result obtained is shown in Table 1. The average tepiimre obtained was 589. secs for the 6 folds
Dividing this value by 60 gives 0.98secs per image. Similarly, the average recagitne obtained wi
43.09secs, divided by 120 gives 0.36secs per ir
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Table 1. Result of 6-fold cross-validation procedure

Image fold Trainingtime Recognition time  Number of images Recognition
(secs) (secs) r ecognized rate%o
Fold 1 588.04 43.28 115 95.8
Fold 2 578.9: 43.01 117 97.t
Fold 3 577.38 43.33 114 95.0
Fold 4 581.16 42.89 116 96.7
Fold 5 583.8" 42.91 111 92.t
Fold 6 582.41 43.15 113 94.1
Average for 6 fold  589.t 43.0¢ 95.c
0.98 secs/image 0.36 secs/image

From Table 1 the recognition rate obtained usimgcitoss-validation evaluation with 6-fold was 95.3Phe
training time per face image was 0.98 secs andgretion time was 0.36 secs per face. It can be lcoed

that the developed FRS is suitable for real-timee feecognition considering the minimal recognittone
achieved from the experiment. The result was coetpwith state of the art methods as shown in Table
The developed face recognition system (FRS) tookefss period in both training and recognition afds
when compared with some existing FRS. Earlier tephes (Sawalha and Doush, (2012), Parsi, Salehi and
Doostmohamadi, (2012) and Parli and Bhaiya, (20#i&))not report any training time while recognition
time reported by Parli and Bhaiya, 2013 (10-20 jnwmss too high for a robust face recognition systere
realized. Also, the recognition rate achieved &/ developed system is far more than the 80% pediocm
benchmark prescribed in [34].

Table 2. Comparison of existing dimensionality reduction with developed technique

Feature Feature Training Recognition Recognition  References

extraction  selection time time rate

PCA HS N/a N/a 94% Sawalha and Doush (2012)

PCA GA N/a N/a 97.7% Parsi Salehi an
Doostmohamadi (2012)

PCA+LDA GA N/a 1G-20mins 97.5% Parli and Bhaiya (201

LBP ACO 0.98secs  0.36secs 95.3% Developed (2015)

5 Conclusion and Further Work

In this research, a local binary pattern and akingooptimization (LBPACO) based feature dimensliipa
reduction technique was developed for face recmgngystem. The technique extracted local pattéorm

a face image using an advanced image processihgitg®e called texture analysis using LBP. From this
texture, ACO was used to obtain the salient featfirem the face image. These were done to redue th
dimension of features in a face for efficient remitign. The performance of ACO was optimized by LBBP

a two-level form. The results of the experimente@ed that the two-level algorithm (LBP-ACO) is ery
good combination with very high performance thaiduced a robust and reliable face recognition gyste
Further evaluation of the technique on other rolfast databases is one of the future intensiorhef t
research.
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